
Demonstrating Touch&Fold: A Foldable Haptic Actuator for
Rendering Touch in Mixed Reality

Shan-Yuan Teng
University of Chicago, USA
tengshanyuan@uchicago.edu

Pengyu Li
University of Chicago, USA
pengyulee@uchicago.edu

Romain Nith
University of Chicago, USA

rnith@uchicago.edu

Joshua Fonseca
University of Chicago, USA
fonseca@uchicago.edu

Pedro Lopes
University of Chicago, USA
pedrolopes@cs.uchicago.edu

Figure 1:We engineered a foldable haptic device worn on the user’s fingernail that renders touch inmixed reality (MR)without
preventing users from also touching real objects. Here, a user follows MR instructions to repair their bicycle. (a) When the
user touches the virtual tire, a cover slides down from our nail-device and pushes against their fingerpad to create the contact
& pressure with this virtual object. To further increase realism, the cover also includes a linear resonant actuator that renders
virtual textures using vibrations. This allows, for instance, to feel the roughness of the virtual mountain tire. Then, (b) when
the user turns to interact with real objects, the cover folds back, leaving their fingerpads free to feel the texture of their real
tire or operate physical tools.

ABSTRACT
We propose a nail-mounted foldable haptic device that provides
tactile feedback to mixed reality (MR) environments by pressing
against the user’s fingerpad when a user touches a virtual object.
What is novel in our device is that it quickly tucks away when
the user interacts with real-world objects. Its design allows it to
fold back on top of the user’s nail when not in use, keeping the
user’s fingerpad free to, for instance, manipulate handheld tools and
other objects while in MR. To achieve this, we engineered a wire-
less and self-contained haptic device, which measures 24×24×41
mm and weighs 9.5 g. Furthermore, our foldable end-effector also
features a linear resonant actuator, allowing it to render not only
touch contacts (i.e., pressure) but also textures (i.e., vibrations). We
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demonstrate how our device renders contacts with MR surfaces,
buttons, low- and high-frequency textures.
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1 INTRODUCTION
Mixed Reality (MR) allows overlaying digital content with our real-
world surroundings, creating powerful new tools. Many argue that
the next challenge of mixed reality is the addition of haptics. Over
the last decades, an impressive number of haptic devices have al-
lowed users to feel the forces (e.g., exoskeleton gloves [Choi and
Follmer, 2016]) and contacts from interacting with virtual objects
(e.g., vibration on the fingerpads [Kim et al., 2016]). However, re-
searchers argue that haptics for MR are inherently different from
haptics for virtual reality (VR), as they must leave the user’s hands
free so that the user can also interact with real objects [Lopes
et al., 2018, Withana et al., 2018]. Recently, researchers proposed
unencumbered force-feedback in MR by using electrical muscle
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Figure 2: (a) When not in use our device keeps the fingerpad free for feeling the haptics of real-world objects. When activated,
it unfolds (b) via a rack and pinion, and (c) a hinge redirects the force against the user’s fingerpad, which allows it to create
three types of haptic effects: contact (pressure of the cover), (d) high-frequency textures (using an LRA embedded in its cover),
and (e) low-frequency textures (by rocking the cover back and forth).

stimulation instead of the traditional exoskeletons [Lopes et al.,
2018]. However, this only provides the sense of pushing against
an object and does not stimulate the sense of touching an object.
As of now, there is no device that provides users with a sense of
contact at the fingerpad in MRwithout covering up their fingerpads.
Existing approaches involve applying actuators on the fingerpads,
such as thin electrodes [Kajimoto, 2012, Withana et al., 2018] or soft
actuators [Han et al., 2018]. While some of these are also driven
by the goal of minimal interference with the user’s tactile sensa-
tion, adding these thin patches decreases one’s ability to perform
discriminate textured surfaces because these patches impair the
tactile acuity of our fingerpads [Nittala et al., 2019]. When it comes
to rendering touch in MR without covering up the fingerpads, the
most promising solution remains placing a vibration motor on the
user’s fingernail [Ando et al., 2007]. While this leaves the fingerpad
free, it has two main disadvantages: it does not create pressure, and
its feedback is unrealistic, as it occurs on the fingernail rather than
on the fingerpad.

We tackle this challenge by engineering a foldable haptic de-
vice that provides virtual objects with haptic feedback by pressing
against the user’s fingerpad, yet, quickly tucking away when the
user grasps real objects. Our device, depicted in Figure 1, works
by unfolding a cover that wraps around and presses against the
user’s fingerpad. The key to its compact form factor is that the
unfolding cover can be retracted and stored on top of the fingernail
via a motor-driven rail. Furthermore, besides rendering the sense
of touch, it also renders textures by means of a linear resonant
actuator (LRA) embedded in its cover, as depicted in Figure 2

Besides being a one-of-a-kind device for MR haptics, it is also
completely untethered and self-contained, a feature not seen in any
existing haptic device of this kind. In its small footprint (24×24×41
mm and 9.5 g), it includes actuators, electronics, battery, and wire-
less communication through Bluetooth. We demonstrate how our
device renders haptic sensations such as taps, button presses, and
low- or high- frequency textures.

2 IMPLEMENTATION
Figure 3 depicts our self-contained prototype1, which was 3D
printed using a Form Labs 3 with clear resin to minimize visual
1More details can be found in our paper [Teng et al., 2021]. We also provide all the
source code, firmware and schematics at http://lab.plopes.org/#touchfold

interference with the real world. It attaches to the user’s fingernail
using double-sided tape.

At the core of our contribution is our folding mechanism, de-
picted in Figure 4. Its key design feature is a hemispheric rail from
which our “cover” unfolds. The cover is comprised of two segments
connected via a thin plastic sheet. To fold or unfold, we actuate the
cover using a rack and pinion drive. Figure 4a depicts the initial
configuration, in which the cover’s front segment stays in the case.
Figure 4b depicts the cover’s front segment is pushed as it is driven
by the pinion to the point where the front segment is fully extended
and hits a hinge stopper at the end of the rail. Figure 4c depicts
the last stage in which a wedge in the cover pushes and causes the
front segment to pivot around the hinge and land flush against the
fingerpad. The shape of our casing, cover and its hemispherical rail
are all conical in order to ergonomically follow the finger’s shape,
allowing the cover to fully contact with the fingerpad.

Our device unfolds using a DC motor (26:1 Sub-Micro Planetary
Gearmotor 0.1 kg-cm, Pololu) mounted on our 3D printed rail drive
(rack with 26 teeth and pinion with 12 teeth). We embedded a linear
resonant actuator (LRA C10-100, Precision Micro Drives) in the
cover that touches the user’s finger, allowing our device to render
a wider range of textures (between 150-190 Hz). The force sensor
(FSR 400, Interlink Electronics) attached inside the cover serves as
a feedback signal for fine-tuning the amount of pressure applied on
the fingerpad. Finally, a photo interrupter (SG-105F, Kodenshi) is
used to sense whenever the cover is fully retracted, which serves as
the signal to stop actuating our DC motor. Our 16.8x10.3 mm PCB
houses at its core a microcontroller with Bluetooth Low Energy
(nRF52811, Nordic Semiconductor) with a ceramic chip antenna
(W3008C, Pulse Larsen). We power our device using a 40 mAh LiPo
battery. We measured a current of 200 mA when it unfolds, which
takes 184 ms per interaction. As such, our device can be used for
12 min of continuous tactile feedback. It is worth noting that in
typical interactions with MR interfaces one just expects to feel a
few hundred milliseconds of contact (e.g., tapping a button), thus
our device’s battery tends to last for many hours of on-demand use.
To display the graphics to the user, we used a HoloLens 2. Built-in
depth cameras on the headset are used to track their hands. To
trigger our device when the user touches an MR object, we expand
the finger’s collision box in Unity3D to the radius of our device,
which further compensates for its aforementioned latency.
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Figure 3: (a) Our self-contained haptic device; (b) detail of its cover; (c) top view of our device with ruler unit in cm.

Figure 4: The key to our mechanism’s unfolding is that (a) its cover is comprised of two segments; (b) our hinge is based on
two detents that create a stopper and (c) force the cover to pivot and be pushed by the wedge against the fingerpad.

Figure 5: Adding contact haptic feedback to GUI widgets in existing Microsoft HoloLens Mixed Reality Toolkit (MRTK) while
preserving the ability to feel physical objects: (a) pressing a physical piano key (b) pressing a virtual piano key (c) pinching a
slider, (d) grabbing objects, a coffee mug in this case.

3 DEMONSTRATING FOLDABLE ACTUATORS
We demonstrate our foldable actuators by integrating with an ex-
isting MR toolkits (HoloLens MRTK [Microsoft, 2020]). We add
the missing haptics to MR widgets (buttons, sliders, etc.), while
preserving the haptic feedback from physical objects when the user
interacts with them. As depicted in Figure 5, the user presses the
key on a physical piano keyboard with their bare fingerpad (Fig-
ure 5a); yet when the user presses the key on a virtual piano, our
device unfolds and renders touch contact haptic feedback (Figure
5b). Furthermore, by wearing two of our devices, we also render
contact haptic feedback for pinching (Figure 5c) or grabbing virtual
objects (Figure 5d). Coarse and fine textures of the virtual object
can be simulated as well.
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