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Motivation

Automated Facial Recognition technology has already been rolled out in EU member st out public consultation. We demand the
Members of the European Parliament and the European Commission to take seriously this'enormous threat to human rights and our civil society
and to legislate for the immediate and permanent ban on identification and profiling via Facial Recognition technology in all of Europe.

Facial Recognition is a particularly invasive technology. It’s not only about the surveillance of activists, suspects, and minorities, but it is an
invasion of privacy for everyone and an enormous danger to democratic freedomes, civil liberties, and free expression for the whole society.

Currently, police agencies and security departments of individual European states, in concert with the tech industry, lobby against the European
institutions for the use of Facial Recognition technology. In response, this petition aims to challenge the objections made by individual member
states on the banning of Facial Recognition and demands the European Commission to start infringement proceedings against Member States that
are breaching EU laws already by using Facial Recognition.

Several member states of Europe already use Facial Recognition for security, social control, and public services. For instance, it was implemented
in train stations in Germany, during the lockdown in Poland, and it’s planned for a national ID in France where police already use it in public spaces.
Meanwhile, in the United States, Facial Recognition has been banned in several cities and it was even recently limited by big tech companies such as
Amazon, IBM, and Microsoft from June 2020.

Europe must align with a definitive ban on Facial Recognition for its leadership on human rights. However, in January 2020, it was revealed that a
European Commission withdrew its plan to ban Facial Recognition technology for five years, a plan which was probably rejected by individual EU
Member States policing agendas. This proves how the European Union is unreliable and vague on these critical matters about Facial Recognition
technology.

Today, Facial Recognition in Europe is deployed without transparency or public debate, and is used outside of any coordinated and coherent legal
framework. Their promoters have blind faith in this technology and often push to accelerate its proliferation regardless of the inevitable
consequences for our freedoms.

Europe must straighten their privacy laws and tackle Facial Recognition radically with a total ban of its misuse. Over 80% of Europeans are
against sharing their facial image with authorities. Make this opinion count with this petition to ban Facial Recognition in all Europe.
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Proposition
Why Facial Recognition is too Dangerous @

There are several technologies that are highly invasive of privacy, especially with biometrics. Among them, Facial Recognition is
particularly violating and biased. Faces carry social meanings and they are hard to hide as they are our main means of communication.
Faces are the most public parts of humans and their traits serve as the metrics for social judgment. We consider Facial Recognition too
dangerous for citizens as it can turn one of our main means of sociality against us, turning our faces into tracking devices rather than the
core component of ourselves.
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Beyond social control, discrimination, and surveillance, this is about the privacy of everyone. Everybody is in danger when such an
instrument is allowed without rules. It's not only about the police or corporations using Facial Recognition for security or mining of data,
but it is how this technology becomes culturally pervasive and normalized, ultimately inducing fear in everyone’s life. It creates a false
sense that being watched and analyzed at all times is acceptable and creates societies filled with suspicion, abuse, and mistrust.
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Proposition
Why Facial Recognition is too Dangerous @

Facial Recognition technology is also worsened by “behavioural prediction” which claims of being able to classify a person’s emotions or
intentions but fundamentally threatens human dignity and autonomy. Facial Recognition coupled with so-called artificial intelligence in the
form of machine learning algorithms increase power imbalances, discrimination, racism, inequalities, and authoritarian societal control.
There are too many high risks for any alleged “benefits” that the use of these technologies could ever conceivably bring.
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Across Europe, governments, private companies, and also civilians seek the use of Facial Recognition. We already saw its use in
workplaces, public spaces, schools, airports, houses, and in our own personal phones. These implementations of Facial Recognition often
go beyond our consent, or we are often forced to consent, while the long-term consequences of storing biometric data and training
artificial intelligence to analyze our faces might go beyond our control and the institutions we trust.
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Proposition
Facial Recognition needs to be banned, not only regulated @

Facial Recognition infringes upon the right to dignity as it uses people’s own qualities, behaviours, emotions, or characteristics against
them in ways that are not justified or proportionate to the EU's fundamental rights or for individual national laws. For instance, current
European regulations like the GDPR mainly cover citizens' privacy in the commercial sector with several exceptions, however, it doesn't
sufficiently address the human rights that are in peril with Facial Recognition such as the right to dignity and equality.
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Much like nuclear or chemical weapons, Facial Recognition poses a great threat to humanity. Its use for identification and profiling is
certainly too dangerous to be used at all. It should be banned not only by the European Union but also globally by the United Nations.
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There are false beliefs about Facial Recognition’s effectiveness and usefulness that justify its use within regulations. However, even for
security, there are serious doubts if the police really need it or if it helps to provide better services. Private actors are gaining
disproportionate power over the technology that has often been developed without accountability and transparency. Often, these
technologies are sold to public authorities and law enforcement with little or no liability for their actions.
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Proposition
Facial Recognition needs to be banned, not only regulated @

Today, Facial Recognition is already in our smartphones, passport controls at airports, and public spaces. Using Facial Recognition
for local one-to-one face authentication to unlock a smartphone or to access a service looks far less intrusive than identifying an
individual among many individuals in a public place. However, the development of the technology itself, the training of algorithms,
and the storage of the biometric data held by private companies could, in the future, be used beyond the initial scope. Even when
we give consent or use Facial Recognition in private, we risk that such data could cause future unintentional consequences such as
leaks of biometric data, the sales of it to third parties, or the training of algorithms on our personal traits.
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Therefore we reject both exceptions of using Facial Recognition in regards to innovation for the tech industry and for public
security. We call for a total ban for all cases of Facial Recognition technologies regarding its use for any form of identification,
correlation, and discrimination which would enable mass surveillance, hate crimes, ubiquitous stalking, and violations of personal
dignity. It would still be possible for research, medical, and entertainment purposes under the conditions that no biometric data is
stored or used to identify or classify individuals.
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Conclusion & Thinking
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