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Authors: Kathleen M. Lewis, Srivatsan Varadharajan, Ira Kemelmacher-Shlizerman
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StyleCariGAN: Caricature Generation via StyleGAN Feature Map Modulation
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Designing an Encoder for StyleGAN Image Manipulation
Authors: Omer Tov, Yuval Alaluf, Yotam Nitzan, Or Patashnik, Daniel Cohen-Or

SWAGAN: A Style-based Wavelet-driven Generative Model
Authors: Rinon Gal, Dana Cohen Hochberg, Amit Bermano, Daniel Cohen-Or

StyleFlow: Attribute-conditioned Exploration of StyleGAN-generated Images Using Conditional Continuous
Normalizing Flows
Authors: Rameen Abdal, Peihao Zhu, Niloy Mitra, Peter Wonka
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https://www.youtube.com/watch?v=r4NgwLeJWvY

2D VIRTUAL TRY-ON

Garment of Interest

photorealism and fine-grained control



https://www.youtube.com/watch?v=r4NgwLeJWvY

Kathleen M Lewis, Srivatsan Varadharajan, and Ira Kemelmacher-Shlizerman
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Pose Heatmaps
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Figure 5: The try-on optimization setup illustrated here takes two latent codes z] and z; (representing two input images) and
an encoded pose heatmap as input into a pose-conditioned StyleGAN2 generator (gray). The generator produces the try-on
image and its corresponding segmentation by interpolating between the latent codes using the interpolation-coefficients g. By
minimizing the loss function over the space of interpolation coefficients per layer, we are able to transfer garment(s) g from a
garment image Iy, to the person image I,.




Figure 7: Example images and segmentations generated by
Figure 6: Our method can synthesize the same style shirt for our TryOnGAN.
varied poses and body shapes by fixing the style vector. We
present several different styles in multiple poses. In this fig-
ure, each row is a fixed style, and each column in a fixed pose
and body shape.
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Figure 8: Typical projection examples. It is useful to see the
effect of projection on the quality of the garment represen-
tation, since it directly impacts the final try on result. Im-
proving the projection is independent of our optimization
algorithm and is part of future work.

Figure 9: Qualitative comparison with Wang et al. [2018a],
Men et al. [2020], and Yang et al. [2020] on real image try-
on. Each row represents a different pair of inputs. Note the
difference in garment quality, adjustment to difference in
body shape, skin color, and pose. TryOnGAN outperforms
the state of the art significantly.




Figure 10: Results from our method for shirt try-on on real

images. Note how try-on works well with different body

shapes, and adjusts to the new poses. Some details are miss-

ing from the garment due to artifacts in projection, however
he overall shape is well preserved.




Person Garment Shirt try-on Shirt try-on

Figure 12: Results from our method for ten shirt try-on examples on generated images. Note how try-on works well with
different body shapes, and adjusts to the new poses. Our method is able to transfer complex garment patterns and textures.
Zoom in for details.




Try-on result
(with all losses)

Garment loss + Garment Joss +
identity loss localization koss
(150 Jocalization Joss) (no identity loss)

Garment loss
only

Figure 15: Ablation study showing the importance of each
loss term in the optimization. The study is done on real im-

ages.

Figure 13: Results from our method for pants try-on on gen-
erated images. Note how try-on works well with different
body shapes, and adjusts to the new poses. Our method can
also synthesize garment details such as buttons and pockets
that weren’t in the original person image. Each row corre-
sponds to a different try on result. Columns represent per-
son, garment, and result.
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Figure 14: Failure cases for our method on real images. Our
method typically fails when garment detail or pose wasn’t

represented well in the training dataset.
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Figure 16: Ablation study: we compare greedy search for in-
terpolation coefficients as in Collins et al. [2020] to our opti-
mization approach on generated image try-on. We observe
that details like sleeve length and pattern are preserved
much better with the per layer optimization approach. Note
that we do not compare directly to Collins et al. [2020] since
we also modified the StyleGAN architecture to include seg-
mentation and condition on pose. The red boxes highlight

incorrect sleeve-length and artifacts generated by the greedy
search method.




StyleCariGAN: Caricature Generation via Style
GAN Feature Map Modulation

« This paper presents a caricature generation framework based on StyleGAN, which au
tomatically creates a realistic and detailed caricature from an input photo with optio
nal controls on shape exaggeration and color stylization.

https://github.com/PeterZhouSZ/StyleCariGAN



https://github.com/PeterZhouSZ/StyleCariGAN

AgileGAN: Stylizing Portraits by Inversion-
consistent Transfer Learning

= N | http://www.agilegan.com/

input cartoon oil painting

« This paper introduce AgileGAN, a portrait stylization method by inversion-consistent
transfer learning, which can agilely create high-quality portrait stylization models wit
h limited numbers of unpaired style exemplars and short training time.


http://www.agilegan.com/
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Fig. 3. Pipeline overview. Our hierarchical VAE consists of an encoder and generator with different color arrows representing the different training dataflows
based on StyleGAN2. The blue arrows indicate image embedding, and the orange ones are for transfer learning. black borders indicate the block weights,
which are derived from a StyleGAN2 pre-trained on the FFHQ dataset, that are frozen during training. The input is courtesy of Erin Wagner(Public Domain).




sampled style exemplars: : - ¥- ‘ { celebrity styles

input Toonify baseline cartoon comic oil painting Jackie Chan Scarlett Johansson



Qualitative comparison
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SWAGAN: A Style-based Wavelet-driven
Generative Model

« This paper present SWAGAN, a style and wavelet-based generative adversarial netwo
rk designed to side-step the spectral bias of neural networks and alleviate the recen
tly identified high-frequency deficiency in image synthesis models.

https://paperswithcode.com/paper/swagan-a-style-based-wavelet-driven



https://paperswithcode.com/paper/swagan-a-style-based-wavelet-driven
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Figure 3. Our SWAGAN generator (left) and discriminator (right) architectures. Each ConvBlock is equivalent to a feature-resolution
increasing block of the StyleGAN2 architecture, which is itself composed of two style blocks. tWavelets and fWavelets correspond to the
tRGB and fRGB layers of 5tyleGAN2 and their purpose is to learn a mapping between wavelet decompositions and high dimensional
features. Inverse wavelet transforms are denoted by IWT, while Up and Down are non-learning layers responsible for converting an image
to an initial wavelet-decomposition of a higher or lower resolution, respectively.







StyleFlow: Attribute-conditioned Exploration of

StyleGAN-generated Images Using Conditional

Continuous Normalizing Flows
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https://youtu.be/LRAUJUN3EqQw



https://youtu.be/LRAUJUn3EqQw

StyleFlow:
Attribute-conditioned Exploration of StyleGAN-generated Images

using Conditional Continuous Normalizing Flows

https://youtu.be/LRAUJUN3EqQw



https://youtu.be/LRAUJUn3EqQw
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FFHQ Inversion
Cars Inversion
Horse Inversion

Church Inversion

Description

FFHQ ede encoder.
Cars ede encoder.
Horse ede encoder.

Church ede encoder.



https://github.com/omertov/encoder4editing
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Conclusion

» The field of GAN is in the ascendant, and
there are still many places that can be
studied in depth. | believe that next
year's SIGGRAPH will definitely have a lot
of GAN papers.



