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Born in Toronto, Canada in 1932, Glenn Gould was a 
legendary pianist who passed away in 1982 at the young age 
of 50. Gould has received extraordinary praise and is known 
for his masterful performances of J.S. Bach's music, beginning 
with his debut album Bach: The Goldberg Variations, which 
was released in 1956. In 1964, Gould announced the end of 
his concert career and began to concentrate on recording, 
devoting himself to digital media releases. Gould was also 
known for his unconventional and unique performance habits, 
which included sitting on a low chair and leaning over the 
piano keyboard, as well as humming while playing, even 
during recordings. In his later years, Gould recorded three 
albums, including Bach: The Goldberg Variations, on a 
Yamaha concert piano.
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The AI system consists of a player piano and the AI 
software, which instantly generates playing data that 
incorporates the unique touch, pacing, and other 
stylistic traits of Glenn Gould and then provides that 
data to the player piano. The concert was held at St. 
Florian Monastery on September 7, the third day of the 
Ars Electronica festival. 
Neither of the ensemble pieces performed were 
included in the machine learning data, so audience 
members listened with great interest to see how well 
the AI system could reproduce Gould's musicality 
without any recording data to rely on and how well it 
could cooperate and interact with human players while 
playing together in ensemble.
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The AI performed Glenn Gould's masterful J.S. Bach's 
Goldberg Variations (BWV 988) and some pieces. These 
were not included in its machine learning data. The 
audience listened intently to see how well it would 
reproduce the artist's musicality.
In addition to a piano solo, The system also performed 
together with renowned contemporary pianist Francesco 
Tristano and members of the Bruckner Orchester Linz 
(violin and flute) for a performance that "transcended 
space and time."
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 Yamaha develops world's first*1 AI which can 
play any piece of music in the style of 
legendary pianist Glenn Gould.

 The concert footage shows that the AI system 
playing songs never performed by Gould and 
playing together with renowned performers of 
today

 Discussion explored the possibilities of co-
creation between AI and humans and how 
musical performance might be affected in the 
future
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Dear Glenn features an Artificial Intelligence Music Ensemble System developed by Yamaha that analyzes the 
performance of players, and predicts the players' timing and tempo to control a Disklavier piano to play in 
synchrony— all in real-time. It's like playing with a human partner.
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Yamaha AI restrict ourselves to 1-to-1 mappings between button presses and notes, giving the user precise 
control over timing. For example, the 8 buttons could map to a fixed scale over a single octave. Instead of 
using such a fixed mapping, we learn a time-varying mapping using a discrete autoencoder architecture 
trained on a set of existing piano performances.
A bidirectional LSTM encoder maps a sequence of piano notes to a sequence of controller buttons. A 
unidirectional LSTM decoder then decodes these controller sequences back into piano performances. After 
training, the encoder is discarded and controller sequences are provided by user input.
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Recurrent Neural Network (RNN) Long Short-Term Memory Network (LSTM)

Reference: https://towardsdatascience.com/how-to-implement-seq2seq-lstm-model-in-keras-shortcutnlp-6f355f3e5639
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Data Generator
(generate.py)

Constants
(const.py)

Parameters 
(runtime.py)

Training
(train.py)

Display
(audio.py)

Service
(server.py)

Data Preprocess
(cli.py)

Feature Extraction
(session.py)

Architecture of Yamaha A.I. (Dear Glenn) 
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MFCC 
(Mel-Frequency 
Cepstral Coefficients)

s2(n) = s(n) - a*s(n-1)
a: 0~1

Step1: Pre-emphasis
N: 256 or 512 (set of sample)
M: N/3 (set of overlap sample)

Step2: Signal Framing
W(n, a) = (1 - a) - a cos(2pn/(N-1)),
0≦n≦N-1

Step3: Hamming Windowing

Step4: Fast Fourier Transform

F(x) = ∑𝑛𝑛−0𝑁𝑁−1 𝑓𝑓(𝑛𝑛)𝑒𝑒−𝑖𝑖𝑖𝜋𝜋(𝑥𝑥𝑛𝑛𝑁𝑁)

f(n) = 1
𝑁𝑁
∑𝑛𝑛−0𝑁𝑁−1𝐹𝐹(𝑥𝑥)𝑒𝑒𝑖𝑖𝑖𝜋𝜋(𝑥𝑥𝑛𝑛𝑁𝑁)

Step5: Triangular Bandpass Filters
mel(f)=2595*log10(1+f/700)

Step6: Discrete Cosine Trans.

Cm=Σk=1
Ncos[m*(k-0.5)*π/N]*Ek, 

m=1,2, ..., L
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MFCC (Mel-Frequency Cepstral Coefficients) - Taiwan's Frog Sounds Classification 

MFCC

Feature

Train

Reference: https://github.com/Yfyangd/frog
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4 LSTM with 4 dropout function, 1 dense layer (256 to 99 classes). Param count: 2,152,035

num_layers = 5
num_classes = 99

Layer (type) Output Shape Param #
embedding_5 (Embedding) (None, 3, 256) 25344
lstm_7 (LSTM) (None, 3, 256) 525312
dropout_6 (Dropout) (None, 3, 256)
lstm_8 (LSTM) (None, 3, 256) 525312
dropout_7 (Dropout) (None, 3, 256)
lstm_9 (LSTM) (None, 3, 256) 525312
dropout_8 (Dropout) (None, 3, 256)
lstm_10 (LSTM) (None, 3, 256) 525312
dropout_9 (Dropout) (None, 3, 256)
dense_3 (Dense) (None, 3, 99) 25443
Total params: 2,152,035 2,152,035
Trainable params: 2,152,035 2,152,035
Non-trainable params: 0 0
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LSTM vs Attention Mechanism

Reference: Bahdanau, D., Cho, K., & Bengio, Y. (2014). Neural Machine Translation by Jointly Learning to Align and Translate. arXiv preprint arXiv:1409.0473

Attention Mechanism:

𝐶𝐶𝑖𝑖 = �
𝑗𝑗=1

𝑇𝑇𝑥𝑥
𝛼𝛼𝑖𝑖𝑗𝑗ℎ𝑗𝑗

𝛼𝛼𝑖𝑖𝑗𝑗 = exp(𝑒𝑒𝑖𝑖𝑖𝑖)
∑𝑘𝑘=1
𝑇𝑇 exp(𝑒𝑒𝑖𝑖𝑘𝑘)
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𝐶𝐶 = 𝐹𝐹(𝑋𝑋1 + 𝑋𝑋𝑖 + … + 𝑋𝑋𝑚𝑚)

𝑌𝑌𝑖𝑖 = 𝐺𝐺(𝐶𝐶, 𝑌𝑌1,𝑌𝑌𝑖, … ,𝑌𝑌𝑖𝑖−1)

Encoder 將所有輸入存成
context vector 

Decoder再藉由context 
vector 進行資訊傳導

缺點: 所有訊息都擠壓縮成
one context vector, 造成:
(1) 無法表達序列訊息
(2) 句子太長會丟失訊息



Demo - A.I. Music 
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